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Abstract
Although most offline and online training algorithms based on gradient search techniques like backpropagation algorithm and its modifications or on Kalman filter approaches, it has been shown that these techniques are severely limited in their ability to find global solutions, they converge slowly, get local minimization too easily and courses oscillation. Global search techniques have been identified as a potential solution to this problem, but they are limited to offline training because the long time of convergence. In this paper we submit an online fast global search technique based on modifications of the basic genetic algorithm, we apply the new approach especially on the Elman network which is generally suffer from very long training time. 
Introduction
	Artificial Neural Networks (ANN’s), also known as connectionist models, are rapidly evolving facet of artificial intelligence (AI) [1]. In particular, the main idea is to reproduce the intelligence and the capability to learn from examples, simulating the brain neuronal structure on a calculator. ANN’s are interconnected networks of simple elements which interact with the objects of the real world in the same way as biological nervous system does. Because of the biological basis for the artificial neural networks, it is not surprising that many of the terms used in their study are borrowed from neurophysiology [1]. The processing units are neurons, nodes or processors; while the connections between these units are known as interconnected, synapses or weights. The pattern of the connections between the units determines the architecture of the network, which in the extremes, can be fully interconnected (recurrent neural networks) or connected in one direction only (feed forward neural networks).
Multi layers feedfarward neural network based on series connection of neuron layers, each one composed by a set of neurons connected in parallel. The signals flow from the input layer through the hidden layer(s) to the output layer via uni-directional connections. There are one or more layers between the input and output layers.
Feedforward networks can be only used for dynamic relationship between input and output variable by including lagged values of input and output variables in the input layer. Recurrent Neural Network (RNN) allows for an internal feedback in the system. Internal feedback is a more successful way to account for dynamics in the model. It contains the entire history of inputs as well as outputs [2]. Recurrent neural networks are fundamentally different from feedforward architectures in the sense that they not only operate on an input space but also on an internal state [3].
ANN’s must be learned before its using. There are many learning algorithms that can be used to train ANN’s; back-propagation (with its modifications) is currently the mainstay of artificial neural networks learning. BP algorithm has high accuracy, but it has some disadvantages: it converges slowly, gets local minimization too easily and courses oscillation. Local minimization can be solved by adjusting the initial weights, while slow convergence and the oscillation are usually coursed by getting into local minimization in the later period of the network training [4]. Miao et al[8] indicated that the BP solutions are usually forced to the local minimum due to the gradient descent algorithm used to get weights of connections. Engoziner et al. [9] presented that BP use some variation of the gradient technique, which is essentially a local optimizing method and thus has some inevitable drawbacks, such as easily trapping into the local optimal and dissatisfying generalization capability. 
Genetic algorithms (or simply GAs) are powerful and widely applicable stochastic search and optimization methods based on the concepts of natural selection and natural evaluation. Genetic algorithms were first invented by John Holland in 1960s and were developed by Holland and his students and colleagues at the university of Michigan in the 1960s and the 1970s [5]. GA shows great promise in complex domains because it operates in an iterative improvement fashion. The search performed by it is probabilistically concentrated towards regions of the given data set that have been found to produce a good classification behavior. An overview about GAs and their implementation in various ﬁelds was given by Goldberg [6] or Michalewicz [7]. GA may be used to do one or more of the following when it's combined with neural networks: - 1. Wight training for supervised learning and reinforcement learning applications. 2. Select training data and 3. Finding neural network architecture.
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Consequently, newly research tends to hybridize several artiﬁcial intelligence (AI) techniques to improve the performance. Topchy et al [10] proposed two algorithms to learn ANN weights; in the first proposed algorithm, learning process can be considered as evolutionary adaptation of network parameters to optimal internal representation of the information being processed. The second algorithm mainly focuses on direct combination of genetic algorithm and delta- rule for training two subsets of multilayered perceptron's parameters, i.e. hidden and output layer weights respectively. Sexton et al [11] made a comparison between the backpropagation and genetic algorithms. Sexton et al [12] examined two well known global search techniques, Simulated Annealing and the Genetic Algorithm, and compare their performance in neural network training. Schiffmann et al [13] wrote a technical report about using genetic algorithms in neural networks fields. Topchy et al [14] presented a RBFN training algorithm based on evolutionary programming and cooperative evolution. Gruau [15] combined neural network architecture optimization and weights learning in single algorithm. Schaffer et al [16] made a good survey of various combinations of genetic algorithms and neural networks. Fogel [17] used evolutionary programming to create neural networks that are capable of playing Tic-Tac-Toe. Wies[18] focused on the intersection of neural networks and evolutionary learning and showed the basic aspects of combination of these learning paradigm. Gupta and Sexton [19] showed that the use of GA can provide better results for training feedforward NN than the traditional techniques of backpropagation. Other interesting papers deal with NN optimized by GA can be founded in [20-29]. 
Elman Recurrent Neural Networks
	 The block diagram of Elman network is shown in figure 1; in addition to the basic layers, inputs, hidden and output layers, there is also context layer. The context layer contains the previous output of the hidden layer. The input vector () with the output of the context layer propagate through a weight layer to the hidden layer. The output of the network is the linear combination sum of the hidden layer outputs.
Let the input signal is ();




Where:-
 is the net sum of the hidden layer neurons.
is the output of the hidden layer neurons.
 is the net sum of the output layer neurons.
is the outputs of the network.
 is the connection weight between the input and hidden layer.
 is the connection weight between the hidden layer and context layer.
 is the connection weight between the hidden and output layer.
 activation function of the hidden layer neurons.
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Figure 1:- Elman neural network structure.

Proposed GA Learning
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]GAs have been shown to be an effective strategy in the off-line design of many fields. The GAs are not too demanding, as could be natural to expect, in terms of their needs of computational power, being applied so far to a wide range of problems, going from the fields of Combinatorial or Numeric Optimization to Image Processing or even Machine Learning. GAs operate on a population of potential solutions applying the principle of survival of the ﬁttest to produce (hopefully) better and better approximations to a solution. At each generation, a new set of approximations is created by the process of selecting individuals according to their level of ﬁtness in the problem domain and breeding them together using operators borrowed from natural genetics. This process leads to the evolution of populations of individuals that are better suited to their environment than the individuals that they were created from, just as in natural adaptation. 
A genetic algorithm has three major components. The first component is related with the creation of an initial population of m randomly selected individuals. The initial population shapes the first generation. The second component inputs m individuals and gives as output an evaluation for each of them based on an objective function known as fitness function. This evaluation describes how close to our demands each one of these m individuals is. Finally the third component is responsible for the formulation of the next generation. A new generation is formed based on the fittest individuals of the previous one. This procedure of evaluation of generation N and production of generation N+1 (based on N) is iterated until a performance criterion is met. The creation of offspring based on the fittest individuals of the previous generation is known as breeding. The breeding procedure includes three basic genetic operations: reproduction, crossover and mutation. 
Reproduction selects probabilistically one of the fittest individuals of generation N and passes it to generation N+1 without applying any changes to it. Crossover selects probabilistically two of fittest individuals of generation N; then in a random way chooses a number of their characteristics and exchanges them in a way that the chosen characteristics of the first individual would be obtained by the second and vice versa. Following this procedure creates two new offspring that both belong to the new generation. Finally the mutation selects probabilistically one of the fittest individuals and changes a number of its characteristics in a random way. The offspring that comes out of this transformation is passed to the next generation. 
The basic idea of this work is by inserting the best chromosomes from previous generations in the elite matrix; then we check the performance of the problem, now if the elite matrix matches the requirements then exist the GA, else perform the GA and update the elite matrix. Figure 2 summarize the proposed algorithm:
General Online GA:
Initialization:- 
Get the first input and output measurements.
Perform GA initialization by create random Population; i=1.
Calculate the best performance chromosome.
Elite Matrix[i]= best performance chromosome.
For each input/ output measurements, do:
Checks the Elite Matrix == required performance.
Test the stopping conditions: if they matching the requirement then Designate the results and get another input/output measurement. Else:
i=i+1;
Perform GA.
Elite Matrix[i] = best performance chromosome.
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Figure 2: Proposed Genetic Algorithm



Results:
This section shows some simulation results, the testing signal of 100 input samples used is:-
...........................................7
The real number encoding is employed. The population size is set to 20, and the initial generation number is set to 1000 then reduced to 50 after one cycle. 
The simulation is made on the following three plants that differ in their degree of nonlinearity [30].
Plant Number 1:- Which is a linear in both input and output behaviour, as describe in equation (8).
.........…..….....8
Where A1=1.752821, A2= -0.818731, B1=0.011698, B2=0.010942
The response is shown in figure 3.
Plant Number 2:- Which is a linear in the input and nonlinear in the output behaviour, as describe in equation (9).
......................9
Where A1=1.04, A2= -0.824, A3=0.130667, B1= -0.16 
The response is shown in figure 4.
Plant Number 3:- Which is a strong nonlinear in both input and in the output behaviours, as describe in equation (10).
 .........................................................10
The response is shown in figure 5.
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Figure 3: First System output response
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Figure 4: Second System output response
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Figure 5: Third System output response

Conclusions
[bookmark: OLE_LINK35]Its known that most NN especially Elman NN suffer from long time convergence problem as well as falling in local minima points when its optimized by either backpropagation algorithms or real time Extended Kalman filter. In this work, we proposed an online promising optimization algorithm based on GA, which is fast convergence and global minima points searching. We simulate the algorithm with three dynamical systems with different nonlinearities, we show that the proposed approach suitable for real time NN application. 
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